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Abstract—In the paper, we introduce a real-time hand 

gesture recognition method using a neural network. The 

underlying system is an automatic music display system 

which consists of three modules; feature extraction module, 

pattern classification module, and display control module. 

To reduce the computation time of the feature extraction 

process and the pattern classification process, a three-

dimensional data representation called motion history 

volume has been adopted. In addition, we propose a feature 

selection technique based on a modified fuzzy min-max 

neural network. We have defined a relevance factor which 

can measure the relevance of a feature to classify the specific 

pattern classes. The feature selection method can remove 

ineffective features and erroneous features in the learning 

data set by using the relevance factor data. 

 

Index Terms—hand gesture recognition, motion history 

volume, feature selection 

 

I. INTRODUCTION 

It is uncomfortable for musicians to turn pages by 

themselves while playing music and it can even disturb a 

musical performance. Thus, in this paper, we consider a 

method to control pages easily by recognizing simple 

hand gestures. For the purpose, we introduce an effective 

data representation technique in order to present the 

motion information in video. 

For the data representation, we have adopted a three-

dimensional structure named Motion History Volume 

(MHV) which is generated by stacking the motion 

information along the time dimension [1], [2]. 

Fuzzy Min-Max (FMM) neural network is a hyperbox-

based pattern classification model [3], [4]. In our 

previous research, we proposed a learning method which 

reflects the frequency factor of a feature value in the 

learning data [5]. It prevents the performance degradation 

caused by some abnormal data and overcomes the 

ambiguity of classification without the contraction 

process for overlapping hyperboxes during the learning 

process. Furthermore, it enables us to generate rule-based 

knowledge by quantification of relevance factors between 

features and pattern classes from the trained neural 
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network. However, in some problems such as image 

recognition, the learning data may include erroneous data 

or ineffective data because there may exist unexpected 

variations in the image data. They degrade the 

recognition rate and effectiveness of the learning process. 

In this research, we propose a methodology to select an 

effective feature set by extending the FMM neural 

network model. We have defined a relevance factor 

which measures the relevance of a feature with its pattern 

classes. The feature selection method removes ineffective 

and abnormal features from the learning data set by using 

the relevance factor data. The applicability of the music 

display system and its performance of recognition have 

been tested with the residual features. 

II. MUSIC DISPLAY SYSTEM 

As shown in Fig. 1, the music display system consists 

of two processes: Learning procedure and pattern 

classification process. The motion history volumes 

generated from the input video data are converted into 

three-dimensional feature maps. The feature selection 

process computes the relevance factors for each unit of 

the feature map for the pattern classes. Erroneous features 

are removed through the process and selective features 

are used for building the pattern classifier. 

 

Figure 1.  The structure of the music display system 

Fig. 2 shows the image of page turning action in the 

developed music display system. We have defined six 

types of hand gesture patterns: next, previous, speed up, 

speed down, pause and restart. 
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Figure 2.  A demonstration of the system. 

III. FEATURE EXTRACTION AND RECOGNITION 

MODULE 

Convolutional neural networks (CNN) incorporate 

constraints and achieve some degree of shift and 

deformation invariance using spatial subsampling and 

local receptive fields [6]. When an image pattern is input, 

spatially-localized subset of units (receptive fields) are 

passed through the two-dimensional processing element 

in the subsequent layers. The convolution layers have 

orientation-selective filter banks where elementary visual 

features are extracted from the spatial template. The 

filtered image is then subsampled by the subsampling 

layer. Spatial resolution is reduced in this process and 

certain amount of translation is ignored. Therefore, each 

sub-layer generates a feature map which reflects 

successively larger ranges of the preceding unit. In our 

previous study [7], we introduced an extended version of 

the CNN for temporal feature extraction. The input data 

for the feature extractor are represented as a 

spatiotemporal volume which is described in the previous 

section. The spatial structure of the receptive field in the 

model is extended along the time axis. The center of the 

three-dimensional processing element shifts through the 

spatial and temporal domain of the cube by two positions. 

Thus, the proposed model is not only robust to spatial 

variance but also to temporal variance. 

Motion history information is used for the feature 

extraction module in our model. We have CNN model to 

extract feature maps form the motion history volume 

(MHV) [8]. Fig. 3 shows an example of the data 

representations of the real-time gesture signals and the 

feature map generated from the data. In the figure, the 

direction of time sequence is from the left column to the 

right column. For each frame in the image sequence, the 

object region is cut out by a background subtraction and 

contour detection method. We refer to motion as the 

occurrence of object region pixels between contiguous 

images, i.e. if the object region did not exist at an image 

point (x, y) at time t and appeared at the same location at 

time t + 1, it indicates that the point is a region of motion. 

By stacking the motion information along the time 

dimension, we obtain a spatiotemporal volume data. 

Since motion is to occur near the boundary of the object 

region, the template provides a certain degree of shape 

information as well as the direction of the object 

movement. 

As a preprocessing module, the video data of the 

dynamic hand gestures are converted into MHVs. As 

illustrated in Fig. 3, the MHV is generated by extracting 

the motion information and stacking it for each frame 

along the time dimension. In order to reduce the number 

of features, we generate three-dimensional feature map of 

size (555). We use a Multi-Layer Perceptron (MLP), a 

conventional neural network model, for the pattern 

classification module. Fig. 4 shows the examples of the 

MHVs generated from the 6 patterns in each video. 

 

Figure 3.  An example of the MHV and its feature maps. 

 

Figure 4.  Examples of MHVs of 6 patterns: (a) next, (b) previous, (c) 
speed up, (d) speed down, (e) pause, (f) restart 

IV. FEATURE SELECTION WITH FMM MODEL 

In our previous work, we had proposed a method of a 

rule extraction for pattern classification using a fuzzy 

min-max (FMM) neural network [5].We defined new 

adjustment schemes from the new definition of hyperbox 

for the four cases. The frequency value and the mean 

point value as well as the min and max points are updated 

for the four cases. Consequently the frequency factor is 

increased in proportion to the relative size of the feature 

range, and the mean point value is adjusted by 

considering the expanded feature range.  

From the trained FMM neural network, the relevance 

factor between features and pattern classes can be 

calculated. 

We classified the feature ranges of each dimension as 5 

fuzzy partitions. Each partition is represented as a 

trapezoidal fuzzy membership function. If the relevance 

factor has positive value, it means that the feature is an 

excitatory signal for the pattern class. On the other hand, 
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a negative value of relevance factor means the inhibitory 

relationship between the feature and the pattern class. 

From the analysis of the relevance factors we can 

generate a set of rules for the pattern classification. 

In this study, we suggest an extension of the previous 

model for the feature selection.  

We define a relevance factorwikas follows: 

 𝑤𝑖𝑘 =
𝑚𝑘

|𝐼𝑖𝑘|
∙ ∑ (1.0 −

|𝐼𝑖𝑘∩𝐼𝑖𝑗|

𝑀𝐼𝑁(|𝐼𝑖𝑘|,|𝐼𝑖𝑗|)
)𝑁

𝑗,𝑗≠𝑘  (1) 

In the equation, 𝑤𝑖𝑘  is the relevance factor of the i
th

 

feature related with the k
th

 pattern class and 𝑚𝑘  is the 

number of patterns used for pattern class k for the 

learning process. 𝐼𝑖𝑘 means the feature range of the 

hyperbox in i
th

 dimension. |𝐼𝑖𝑘  ∩  𝐼𝑖𝑗|is the length of the 

overlapping area of the two ranges for k and j. The 

equation represents that it is proportional to the frequency 

of the pattern classes and inversely proportional to the 

length of feature range. Also, the relevance factor 

increases when the size of overlapping area between the 

different classes is small. 

For the entire pattern class set, the final relevance 

factor is computed by averaging the relevance factors in 

the same dimension of all the pattern classes. 

 R(𝑖) =  
∑ 𝑤𝑖𝑘

𝑁
𝑘

𝑁
 (2) 

VI. EXPERIMENTAL RESULT 

This section shows the performance of recognition 

using pattern selection method proposed in this paper. 

The 6 Patterns have been predefined with total 30 training 

data: 5 data for each class. Also, total 120 data for 20 data 

per class have been tested. The feature selection process 

is applied to both learning and test process. The results 

show that how the feature selection affects the 

performance of the recognition. 

 

Figure 5. 
 

Examples of the relevance factors for two arbitrary patterns
 

Fig. 5 is the diagram that shows the relevance value of 

each feature. And three out of six pattern classes are 

displayed. The relevance factor indicates that how much 

impact the feature has on the decision for a specific 

pattern. As the graph shows, each relevance factor has 

unique value while bundle of them are roughly the same. 

To further explain this, Fig. 6 shows the average 

relevance factor of each feature for all 6 patterns that is 

obtained by (2). Features are selected and removed 

depend on the value of the average relevance factor. 

 

Figure 6.  The average value of relevance factors for the 6 patterns. 

Fig. 7 and Table I indicate the recognition rates 

according to the applied number of features. The number 

of features affected the computation time of both training 

and recognition processes. This output will provide a 

guideline of design specification of a system 

compromising both running time and recognition rate. 

 
Figure 7.  The recognition rate with respect to the number of selected 

features. 

TABLE I.  THE RECOGNITION RATE WITH RESPECT TO THE NUMBER 

OF FEATURES 

Number of 

Features 

Recognition 

Rate 

Number of 

Features 

Recognition 

Rate 

125 0.72 55 0.94 

115 0.71 45 0.93 

105 0.93 35 0.92 

95 0.97 25 0.90 

85 0.85 15 0.84 

75 0.91 10 0.58 

65 0.90 5 0.07 

VI. CONCLUSION 

One of the major problems in image recognition is the 

computation time of the recognition process. This is due 

to the large number of the features extracted from motion 

information which eventually complicates the recognition 

procedure, resulting in increasing of the computation time. 

Moreover, it is difficult to explicitly define the 

relationship between motion features and pattern classes 

with the conventional neural networks such as MLP 

because it includes the hidden layers. However, the FMM 

neural network model facilitates the analysis of an 

association between the features and pattern classes. The 

feature selection method proposed in this paper combines 

the advantages of the two neural network models: MLP 
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and FMM neural network.The method provides relevance 

factors which are the numeric representation of the 

relationship between the features and pattern classes. The 

classification module uses the relevance factors to 

remove the ineffective features. In other word, the 

classification module removes features that either do not 

affect (or have small effect on) the decision of classifying 

pattern or even tarnish the categorizing process. Hence, 

this method not only increases the recognition rate but 

also curtails the computation time of the system. For the 

future research, we will focus on the performance 

improvement by grouping of the pattern classes according 

to the relevance factors. 
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