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Abstract—The paper considers a novel method of setting a neural networks controller that takes part in the control of a dynamic plant with unknown parameters. The uncertainties are usually overcome by using sliding mode for controller with a switching input signal. Consequently, as a result the obtained system not sufficiently reliable by reason of high frequency switching control signal and long processing time. To remove this deficiency, the paper considers the neural network controller that is set by means of its learning based on the results of the latest testing. The characteristic feature of the algorithm is its ability to fix the faulty control situations introduced into the learning algorithm, thus giving it the properties of self-learning. The suggested algorithm provides the control quasi-optimality on time and accuracy in controlling a dynamic object. Finally, numerical examples are presented to demonstrate system efficiency for developed method
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I. INTRODUCTION

Creating control systems with a neural networks controller in the control loop for controlling dynamic objects has been widely used recently. The major advantage of such systems is their ability to provide the required quality of control under varying operating conditions or varying parameters of the object caused by varying load on the actuators of the system. Such operating conditions may occur in aircraft control devices, robotics, nuclear reactors, etc.

The control system with neural network controller is a sort of information-control system which includes computing devices, controllers, actuators, and other items that can be used for automatic control of a dynamic object whose mathematical model can be represented by a system of differential equations.

The most common requirements to a control system are accuracy and time of task execution by the object under control. These parameters depend essentially on the payload, actuator and control methods that are used, as well as on the operating conditions.

There are methods based on the full information about the actuator and load parameters, and adaptive approaches which enable the system to operate when its parameters vary in a wide range or allow lack of a priori information about these parameters that is the most common case. The sharp change of parameters and disturbances misbalances the control system, which operates quite well under average designed conditions, and the goal of control may not be attained at the same time. Pre-eminently in such cases the adaptive approaches should be used.

An approach based on constructing neural network controller can be referred to these approaches. It provides correction of the controller parameters in order to optimize its performance under current operating conditions. The advantages of this type of control can be the lack of a reference model, the ability to operate with the perturbing effects of different nature and ease of technical implementation. In this regard, the problem of synthesis of dynamic plant neural network control in the condition of parametric variation of the actuator, load and disturbing factors is seen as relevant.

II. PREVIOUS RESEARCH

In contrast to classical approaches to creating high accuracy control systems that is based on the theory of invariance and optimality and considered in [1], whose main task is to achieve the minimum error on an arbitrary
time interval, we will show the problem with an additional constraint to the system’s operation time.

Most of the development in this area related to the construction of the loop controller with neural networks [2]-[7], based on the results of [8], [9], that show the performance of Adaline (Adaptive linear neuron) system for control of dynamic plants. Adaline system consists of amplifiers with variable transmission coefficients (weights, tuning parameters) that are configured during the operation, and the signal adder. The main idea of the parameter vector correction is based on results of the latest test and their application to the reference function of the Adaline system’s decision block. By comparing the results obtained and the expected responses the decision about parameter vector correction is made. The main disadvantage of this method is duration and accuracy of input operation by dynamic plant after setting. The setting method is essentially based on the differences that exist in the decision function of the reference model and Adaline system. The presence of these differences defines the magnitude and direction of change of weights of weight coefficient change. On the other hand, it is necessary to carry out a small correction step that determines the duration of the whole process of setting to ensure the accuracy settings. This adjustment is made to parameters of the learning model, which does not include real dynamic properties of the control plant in the operating conditions. Thus, if the parameters differ from the reference model of the dynamic system, the desired accuracy and performance will not be achieved.

In [2], Adaline system is used for control of a nuclear reactor. The control unit consists of neural network controller and PID - controller as a reference model. PID-controller is used as a reference model to configure neural network controller (executed on the principles of system’s Adaline construction building). PID controller’s output data that in accordance with neural network controller’s operation algorithm change its weight parameters is used to adjust the weight parameters of the neural network controller. When the reaction neural networks controller becomes the same as the output of PID-controller, PID-controller is off.

A low speed of weight parameters setting and the lack of both accuracy and speed of the proposed control system, in which the PID controller is used as a reference model for setting the controller with network, should be considered as disadvantages of this approach. The accuracy and speed of the system are considerably determined by the quality performance of PID controller and influence the speed of controller setting which requires time for learning.

The paper [3] shows the strategy for managing direct adaptation of the neural network for nonlinear systems with unknown parameters such as regression. It is assumed that the system is trained by minimizing the output values of the neural model. For systems with variable structure [4] assumes the use of a sliding mode to enhance the sustainable operation control system.

The method that allows creating and maintaining a predefined sliding motion in the phase space by adjusting the parameters of the Adaline-type controller is considered in [5].

An algorithm with on-line training by fuzzy-neural networks of Takagi-Sugeno-Kang type with a scalar output offered in [6].

As it is shown in [7], in neural network control of dynamic plant it is possible to eliminate the need to use the sliding mode, which results not only in prolonging of the control process, but also provides a gentle treatment of the executive control at the expense of minimizing the number of switching control signal.

The purpose of this paper is a synthesis of algorithm for weight parameters setting of neural network controllers in the control loop of the dynamic plant possessing adequate indicators of the accuracy and speed in the absence of a reference model.

III. PROBLEM FORMULATION

The dynamic plant that described by a differential equation in the form is considered [10], [11]

$$\dot{x}(t) = A x(t) + b u(t),$$

where $x(t) \in \mathbb{R}^n$ - a vector of state variables, $u(t)$ - the control signal, and $A$ - $n \times n$ matrix, and $b$ - $n$-dimensional vector, i.e.

$$A = \begin{pmatrix} a_{11} & a_{12} & \ldots & a_{1n} \\ a_{21} & a_{22} & \ldots & a_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{n1} & a_{n2} & \ldots & a_{nn} \end{pmatrix}, \quad b = \begin{pmatrix} 0 \\ 0 \\ \vdots \\ 1 \end{pmatrix}$$ (2)

In (2), the coefficients $a_{11}, a_{12}, \ldots, a_{nn}, k$ - defined by the parameters of the system that are unknown to the designer of the system. It is only assumed that the system (1), (2) doesn’t have complex roots and the coefficients $a_{11}, a_{12}, \ldots, a_{nn}, k$ may be in intervals

$$\alpha_{nn} \leq a_{nn} \leq \alpha_{nn}, \quad k \leq k \leq \bar{k}$$ (3)

The boundaries $\alpha_{nn}, \alpha_{nn}, \bar{k}$ are considered known.

It is also known that to the moment that associated with the start of the system, i.e. when $t=0$, the object is in a state $x(0)$. It is assumed that the state measurement is made of low-noise sensors, or they may be estimated with sufficient accuracy. The goal is to move the object from an initial state $x(0)$ to the final $x(t_f)$ for the minimum time $T \in [0, t_f]$.

IV. SIMULATION OF THE CONTROL ALGORITHM

In accordance with the requirements of the task, and introducing the assumption of known parameters, we assume that the control algorithm has to ensure optimal operation of the system over time due to the use of the control signal form $u(t) = \{+ U, -U\}$, and its switching at some point of time, with the number of control intervals defined by the well-known theorem of $n$- intervals [12], [13]. We assume that in the conditions of the problem with uncertain parameters, the system has a close
operation mode, and the number of switching control signal should not significantly exceed \( n \).

The operation mode of the system, having the number of switching control signal close to the optimum and providing the required quality control will be called quasi-optimal. In this case, the sliding mode control of a dynamic system is not provided.

As in [2, 3] controller according \( c_0 \) and \( \Delta (t) \), \( \dot{x}(t) \) calculates the value of a decision function \( F (c, X (t)) \), where \( X (t) \) - a vector whose components are determined by a digital code of signals \( \Delta (t) = x_i (t) - x (t) \) and \( \dot{x}(t) \). A function sign \( F (c, X (t)) \) defines the sign of the control signal \( u(t) \), which is formed by a switching element, namely

\[
\begin{align*}
    u(t) = \begin{cases} 
        +U, & \text{if } F(c, X(t)) > 0, \\
        -U, & \text{if } F(c, X(t)) < 0, \\
        u(t-0), & \text{if } F(c, X(t)) = 0.
    \end{cases}
\end{align*}
\]

(4)

The switching element changes the voltage value from + \( U \) to - \( U \) and vice versa at the entrance of dynamic system by the law (4). In (4) the value of the manipulated variable \( u(t) \) also remains equal to the previous value when the phase point is on the surface of the switching, that is, when \( F(c, X(t)) = 0 \). The function \( F(c, X(t)) = 0 \) in the phase space interpreted geometrically as surface switching. Fig. 1, which divides the phase space into sub-surface of opposite signs. Fig. 1 notations \( e_1, e_2, e_3 \) - phase space, \( U_+ \) - control action of the positive sign, \( U_- \) - control action of the negative sign, \( O \) - origin.

![Figure 1. A view of function \( F(\cdot) \) in space \( e_1, e_2, e_3 \).](image)

The signal \( u(t) \) causes the object to move in the direction to reduce the error \( \Delta(t) \), which corresponds to the position of the point \( O \) on Fig. 1.

The main difficulty of the approach is to determine the form of the function \( F(\cdot) \). If you know the exact form of the mathematical model (1), (2) and \( n \leq 3 \), the function \( F(\cdot) \) is obtained in an analytical form. In other cases, the function \( F(\cdot) \) should either simplify the mathematical model of the process control, or build it as a linear model in relation to the measured coordinates \( X(t) \).

While organizing the computational process, the effect of a finite precision should be eliminated, that manifests itself in an endless loop control in a neighbourhood of the origin. Eliminating of these cycles leads to the need to introduce some of \( \Omega_n \) in a neighbourhood of the origin, where the action of the control law (4) is stopped, we will be called the reachable area.

Uncertainty of object parameters (1), (2) implies an arbitrary set of weighting coefficients \( c \) function \( F(\cdot) \), which may lead to the following performance situations in the system:
1) Sliding mode
2) Self-oscillation mode
3) ingress of an object in the range of permissible errors \( |\Delta(t)| \leq \Delta^* \) in the required number of operations \( N * \) control action \( u(t) \).

The first two situations are wrong, the latter is desirable.

The difference between error situations is performed by means of logic based on counting the number of switching of the switch-element and measuring error signal \( \Delta(t) \). If the result of counting the number of switching fixed effect change in the control of high frequency, i.e. \( N >> N^* \), and the error signal \( \Delta(t) \) decreases in magnitude, but its sign relative to \( \Delta^* \) does not change, the situation 1 is recognized, that is, the control system operates in a sliding mode.

If along with the change of the sign of the control action there occurs the change of the sign of the error signal \( \Delta(t) \) relative to \( \Delta^* \), then the situation 2 is recognized – the mode of oscillations.

Correction of weighting coefficients should provided on a single-layer perception learning rule

\[
    c_l = c_{l-1} - X_i(t) \times \text{sign}\Delta_{l-1}
\]

(5)

wherein \( X_i(t) \) - value of the phase point in the first switch moment, \( c_{l-1} \) - weight on the \( (i-1) \)-th step of setting, \( \Delta_l \) - error correction value, and the function \( \text{sign}(\cdot) \) look as follows

\[
    \text{sign}(l) = \begin{cases} 
        +1, & \text{if } l > 0, \\
        -1, & \text{if } l < 0, \\
        0, & \text{if } l = 0.
    \end{cases}
\]

Select \( X_i(t) \) and \( \Delta_l \) substantially affect the convergence of the learning process. In order to increase the speed of convergence to the correct solution is proposed to fix the coordinate values of \( \Delta(t) \) and \( x(t) \) the first switch. Then the calculation of weighting coefficients \( c_i \) will occur not on output values, and only on the values of recorded coordinates.

Rule (5) is valid whenever the conditions which are optimal to the object mode are not met, that is, the conditions of \( N \leq N^* \) and \( \Delta \leq \Delta^* \) are not executed. The system execution may be terminated if the operation conditions are the \( N \leq N^* \) and \( \Delta \leq \Delta^* \).

In the case where one of erroneous situations is recognized, you should not wait until the system stops and final values of the state vector that are in the area of permissible error \( \Delta^* \leq \Omega_n \) because the information for the correction of the calculator is available, that is, the number \( N \) and \( X_1 \), are already known. So when an
erroneous situation is detected the system can be stopped and brought to the initial state for next testing.

Thus, the algorithm of the system operation assumes that each test counts the number of sign change control signal and recording the system error and the information is used in (5) if the test results are different from those expected.

V. THE IMPLEMENTATION OF THE CONTROL SYSTEM

The approach for control dynamic plant that described in this paper can be implemented using the device, which contains (Fig. 2), as a variant of embodiment, the executive part of the EP, that consist of neural network controller NNC, relay element RE, dynamic object P, measuring channel MC, which consists of sensor position SP, speed sensor SS, error calculator EC; system neural network controller SU consisting of coding units CU, the memory unit MU, calculator Cal; logic unit LU that consist of counter number CN, the extrapolation first order EFO, the comparator switching number SN, the error comparator EC, stop block and initial setting unit SISU can also be included.

Figure 2. The structure of the control system with neural network

The operation of returning an object to its initial state $X(0)$ is implemented by stop block and the initial setting unit into which the information comes from the error calculator, the speed sensor and the switching number comparator. The output signal of this unit operates on a relay element which establishes a dynamic object on an initial state meanwhile the phase vector becomes equal to the initial value $X(t)=X(0)$. The device, which provides the implementation of the approach of weighting coefficient setting of “Adaline” system when controlling the dynamic object, operates in the following way. Before start the control system (see Fig. 2) for plant that is in the initial state $x(0)$, sets the allowable error value $N^*$ and the exact value of the minimum number of operations $N^*$.

Arbitrary values of weighting coefficients of the neural controller $c_i$ are also set. At the entrance of the system $x_i$ is offered for testing.

The time $t$ when the control acts on the system is considered as the initial, i.e. $t=0$. Since then the calculation of errors on position and velocity of the load with the help of the position and speed sensors and error calculator is performed. Their values are supplied to encoding units that convert the current values of position and velocity errors of object load into a digital code. This code is supplied to the signal inputs of $\Delta(t)$ i $\dot{x}(t)$ of the control system. The inputs of the weighting coefficients $c_i$ of the neural controller receive $c_0$ values from the calculator.

VI. SIMULATION OF THE BASIC PROPERTIES OF THE ALGORITHM

To model the setting system and study the basic properties of the algorithm the simulation of the object’s dynamics (1) was conducted, where the matrix $A$ and vector $b$ look as follows

$$A = \begin{pmatrix} 0 & 1 \\ a_{21} & a_{22} \end{pmatrix}, \quad b = \begin{pmatrix} 0 \\ k \end{pmatrix}$$

In this case, the matrix elements $a_{21}$, $a_{22}$, $k$ in accordance to the experimental conditions considered as unknown. Function $F(\cdot)$ for the object (1), (7) has the form

$$F(c, X(t)) = c_1\Delta(t) + c_2\dot{x}(t)$$

The simulation results of the proposed algorithm are shown in Fig. 3-7. Thus Fig. 3, 4 show the initial mismatch weights neural controller $c_1$, $c_2$ in the direction of increasing, which leads to “sliding” mode dynamic plant, where Fig. 3 corresponds the sliding mode dynamic
object in the phase plane and Fig. 4 show the same mode in the time plane. In case, if detuning initial weights neural controller $c_1$, $c_2$ are in the direction of decreasing coefficients then it leads to the self-oscillations mode (see Fig. 5, 6), where Fig. 5 corresponds self-oscillation mode of the dynamic object in the phase plane and Fig. 6 show the same mode in the time plane. In Fig. 3-8 introduce the notation $\Delta(t)$ – error signal, $\dot{x}(t)$ - velocity signal, $u(t)$ - control signal.

![Figure 3. The sliding mode dynamic object in the phase plane](image)

At the end of the setting process the quasi-optimal speed control process is obtained (see Fig. 7). Comparison of sliding mode (see Fig. 3) with the optimal (see Fig. 8) allows us to estimate the loss in duration of the sliding mode; in this case it is 29%. At the same time, the quasi-optimal operating mode, which is obtained after the process of setting, loses out only 3% to the optimal mode. It was spent five iterations of the initial detuning of weighting coefficients of 100% on learning process of neural controller for investigated dynamic plant (see Fig. 9).

![Figure 4. Signals $\Delta(t)$, $\dot{x}(t)$, and $u(t)$ of the dynamic object in the time plane with the sliding mode](image)

![Figure 5. Self-oscillation mode of the dynamic object in the phase plane](image)

![Figure 6. The $\Delta(t)$, $\dot{x}(t)$ and $u(t)$ signals of the dynamic object in the time plane at an oscillatory mode](image)

![Figure 7. The $\Delta(t)$, $\dot{x}(t)$ and $u(t)$ signals of the dynamic object in quasi-optimal mode](image)

![Figure 8. Signals $\Delta(t)$, $\dot{x}(t)$ and $u(t)$ of the dynamic object in the optimal mode](image)
Improving the efficiency of the weighting coefficients setting of “Adaline” system for control of the dynamic object in the algorithm, which is offered in comparison with known one, implies that the accuracy of task performance with minimal time spent is achieved and duration of setting the neural network controller is reduced by monitoring the number of switching operations and use of the learning point - the point of the first change of control signal. Thus the information for learning the controller with neural network is taken by the current switching line \( F(c, X (t)) \), which is built at each step of learning. This setting algorithm has the best performance characteristics and additional opportunity to be trained during the system operation if the parameters of the object are changed. In case of a permanent task, you can significantly reduce the learning time of the neural controller by identifying erroneous situations and early correction of weighting coefficients of the neural network controller.
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