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Abstract—We propose a method to detect loop-closures in a 

simultaneous localization and mapping (SLAM) problem 

for multiple robots. Each robot should be able to detect 

other robots’ previously visited locations from camera 

measurements. To identify these places, our approach 

adapts the bag-of-words method in image recognition, and 

improves it by applying a Gaussian filter and a logistic 

function to correct the similarity scores. We can detect the 

robust loop-closures using only visual information of 

multiple robots. Experiments are performed to verify the 

effectiveness of the proposed method in indoor 

environments.  

 

Index Terms—loop-closure, mobile robots, SLAM, visual 

feature, bag-of-word 

 

I. INTRODUCTION 

Humans and animals use visual information as a 

primary means of navigating the world and obtaining the 

environmental information. In robotics, visual 

information has been widely used as a solution to the 

simultaneous localization and mapping (SLAM) problem 

[1]–[3]. As cameras have become more compact and 

accurate while providing a rich qualitative description of 

the environment, they can replace the common range and 

bearing sensors such as laser scanners and sonars. 

In SLAM, recognizing a place that has already been 

visited in a cyclical excursion or arbitrary length is 

referred to as loop-closure detection [4]-[6]. Such 

detection makes it possible to increase the precision of 

the pose estimate and global localization results by 

correcting the problem of error accumulation. Therefore, 

detecting the loop-closure not only improves SLAM 

performances, but also it enables additional capabilities to 

mobile robots. 

The important point of the loop-closure detection 

problem is that it should not return any false positives. 

This is due to the fact that even a single false positive can 

cause irremediable failures during the SLAM procedure. 

Therefore, a good loop-closure detection method must 

not return any false positives while obtaining a minimum 

of false negatives. 

In this paper, we extend the single robot visual loop-

closure detection problem to multiple robots. Generally, 

using multiple robots can perform tasks more quickly and 
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robustly than a single one [7]. Therefore, there have been 

approaches to solve SLAM problem with a team of 

cooperative robots as researched in [4], [8]-[9] and loop-

closure in multi-robot mapping [10]. In particular, the 

loop-closure events, which are classified as rendezvous 

and map matching events, are analyzed at the global 

graph level in [10]. The concept of multiple-robot loop-

closure detection is shown in Fig. 1.  

Loop Closure 
Correction

Robot 1 Robot 2

R1 Real Pose

R1 Estimated Pose

R2 Real Pose

 

Figure 1. Loop-closure detection for multiple robots. Each robot can 
perform loop-closure correction from other robots’ information 

We used the bag-of-words method to perform loop-

closure detection, as introduced in [4], [11]-[12]. We 

extracted features from images and construct a universal 

visual dictionary (UVD) by clustering a set of these 

unordered elementary features. Then, we were able to 

count the occurrence of the words and generate a 

histogram for each image. Comparing these histograms, 

we were able to calculate the similarity scores between 

images to find previously visited places of other robots’. 

To improve accuracy, we used the Gaussian filter and 

logistic function to correct the score and we were able to 

detect the robust loop-closure points using only visual 

information for multiple robots. 

The remainder of the paper is structured as follows. 

We present a review of related work on visual SLAM and 

loop-closures for multiple robots in Section II. The meth-

od of generating UVD is presented in Section III and the 

details of an accurate loop-closure detection technique 

using the bags-of-words methodology is described in 

Section IV. To verify the proposed method, experimental 

results are given in Section V and finally, Section VI 

summarizes the conclusions. 

II. RELATED WORK 

A summary of the SLAM problem is introduced in [1]. 

Previously, researchers were not focused on vision 
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sensors, but used the laser range-finders or wheel encoder 

sensors. As the cameras have become more compact and 

accurate, intense research has been undertaken into visual 

SLAM employing cameras as primarily sensors. The term 

visual SLAM is implemented in [3] and [13]. The 

development of obtaining range information, 

environmental appearance, color and texture based on 

cameras give a robot the possibility of integrating other 

high-level tasks such as detection and recognition of 

people and places [14].  

In the SLAM problem, detecting loop-closures has 

been one of the greatest issues to perform large scale 

SLAM and recovery from critical errors [4]-[6]. In [5] 

and [15], loop-closure detection is performed using an 

extended Kalman Filter (EKF) application to visual 

SLAM. According to [15], the method of detecting loop-

closures is divided into three categories, map to map, 

image to image and image to map. In [4], the author 

proposed to use a similarity matrix to explain the 

relationships of similarities between all the possible pairs 

in captured images. In this paper, we use image to image 

similarity using the similarity matrix to find the loop-

closures between the collections of image data from two 

robots.  

To calculate the similarity between images, the bag-of-

words method is applied in this paper, as introduced in 

[16-20]. This method is proposed to resolve data 

association in visual SLAM. In [16], the method of bag-

of-visual words is proposed and [19] improved the 

method by applying the concept of the vocabulary tree. In 

computer vision community, the bag-of-word method is 

popular because it finds similar images at high speed. 

However, it also has the problem of detecting false 

positives and this is a very crucial problem in finding 

loop closures. To solve this problem, the epipolar 

constraint is used in [21] and conditional random fields 

(CRF) are used in [22]. Both methods use spatial 

information in the last phase of retrieval to find the loop-

closures. 

The bag-of-words method describes images as a set of 

unordered elementary features called visual words taken 

from a dictionary. There are different kinds of ways of 

representing images as features, such as scale invariant 

feature trans-form (SIFT) [23], speeded up robust 

features (SURF) [24], histograms of oriented gradients 

(HOG) [25], and so on. We used SIFT for the feature 

descriptors because of their robustness to reasonable 2-D 

affine transformations, scale, and viewpoint changes. The 

dictionary is built by clustering these similar visual 

descriptors extracted from the images into visual words. 

This is referred to as a universal visual dictionary (UVD). 

Using a given dictionary, we can count the occurrence of 

the words and generate a histogram for each image. 

Comparing these histograms, we can calculate the 

similarity scores between images. There are also other 

ways to construct UVD. In [21] and [26], vocabulary is 

constructed dynamically from features that are found as 

the environment is explored in real-time.  
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Figure 2. The overall procedure for generating the visual similarity matrix. Feature extraction is performed from acquired images of individual robot 
and the aggregated features are used to generate a universal visual dictionary. Each feature is quantized to the nearest visual words and represented by 

the histogram of visual words in universal visual dictionary. We calculate the similarity score using the histogram intersection method and generate 
the similarity matrix. 

 

III. THE UNIVERSAL DICTIONARY GENERATION 

The implementation of the bag-of-words method used 

in this paper is introduced in [17] and [18]. This method 

is based on vector quantization of affine invariant 

descriptors of images. We can construct the dictionary by 

clustering similar visual features. In this section, we first 

offer a method of extracting visual features from images 

and then, focus on generating UVD by clustering these 

features. 

A. Extracting Visual Words 

To find out the loop-closure points, we need to match 

the current image with a database of images acquired 

beforehand. Calculating the similarity as a whole image 

which is a set of pixels requires a large amount of 

memory and computation time. Therefore, we extracted 

features to reduce the dimension of inputs while 

containing the sufficient information to represent full size 

images. There are different kinds of feature descriptors 
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for representing images such as SIFT [23], SURF [24], 

HOG [25], and so on. 

We used SIFT which is widely used as a descriptor of 

an image as it is consistent with 2-D affine 

transformations, variations of the illumination and other 

viewing conditions. Let k
t
I  be the obtained image at time 

t from robot k and k
t
Z  be the representation of this image 

in the feature space. Then each image can be associated 

with certain numbers of 128-dimensional feature vectors 

and we can deal with these vectors instead of raw images. 

We can denote this relationship as k k
t t
I  Z  . If the 

features from images are not sufficiently large, we do not 

use these images to generate false positives errors in 

remaining procedure. As we obtained image queries from 

each robot, the set of images k which is obtained from 

robot k can be expressed as k  and denoted by 

   1 2 1 2
, ,..., , ,...,

k k

k k k k k k k k
n n

I I I   Z Z Z .  

B. Generation of Universal Visual Dictionary 

After extracting the features from images, we can gen-

rate the UVD by aggregating extracted features over all 

the images and clustering these features using K-means 

or KD-tree method. We used the K-means method which 

partition collected visual features into K clusters in which 

each feature belongs to the cluster with the nearest mean, 

serving as a prototype of the cluster. Then, we can 

identify the size K of representative feature vectors which 

are called visual words and the set of these features are 

called universal visual dictionary. Using this dictionary 

we can compare the similarities between the obtained 

images for each robot. 

IV. LOOP-CLOSURE DETECTION FOR MULTIPLE 

ROBOTS 

The purpose of detecting loop-closures in the case of 

multiple robots is to recognize locations where other 

robots previously visited. In this section, we investigate 

ways of calculating the similarity between images based 

on the bag-of-words to identify these places. We also 

propose an enhanced model combined with the sequence 

probability information. Using this method, we are able 

to accurately detect the loop-closures based on visual 

information of two robots. 

A. Bag-of-Words Representation 

After generating UVD, each feature extracted from 

images can be quantized to the nearest visual words and 

can be represented by the histogram of visual words in 

UVD. We used the k-nearest neighbors (k-NN) algorithm 

to find the nearest visual words. Euclidean or 

Mahalanobis distance can be used for measuring the 

closest visual words in UVD. 

Features are then extracted for an each image. 

Therefore, we can generate the histogram for each image, 

respectively. As the number of extracted features is 

different, histograms should be normalized to one. Let 
k

t
H  be the obtained histogram at time t from robot k. We 

can then represent each image as a histogram and a 

similarity score can be calculated from the similarity of 

these histograms. 

B. Computing Similarity between Images 

As we obtained the feature distribution of the image, 

we are able to classify the image from these histograms. 

To calculate the similarity between histograms, we used 

the histogram intersection function introduced in [20]. If 

we have the histograms 
i
H  and 

j
H , the histogram 

intersection function ( , ) [0,1]
i j

D H H   can be represented as 

(1).  

( , ) min( ( ), ( ))
i j i j

k

D H H H k H k             (1) 

If the two histograms are similar, the minimum value 

of each index will be large and the score will be high. On 

the contrary, if the two histograms are different, the score 

will be small. Therefore, we can use this measure as the 

criteria of similarity between histograms.  

Now, we can create visual similarity matrix (VSM) 

between two robots using the histogram intersection 

scores. If we have images sequence u  and v  obtained 

from robot u  and v , respectively, then the ( , )i j  of matrix 

VSM is expressed as (2). 

( , ) ( , )u v
i j

S i j D H H                  (2) 

As u

u
N  and v

v
N , the size of VSM is 

u
N  by 

v
N  matrix. Using this matrix, we can code the 

relationships of resemblance between all the possible 

pairs in captured images. The example of the VSM is 

shown in Fig. 3. This is a similarity matrix constructed by 

comparing image sequences collected by two robots. We 

assumed two robots have traversed opposite directions. 

The dark line highlights the sequence of images that are 

similar to each other indicating that there is an overlap in 

the two environments explored. As the robots move in 

opposite directions, the diagonal entry shows a high 

similarity score. 
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Figure 3. An example of generated VSM. Elements with high 
similarity scores are shaded dark while low similarity scores are not 

shaded. We assumed two robots have traversed through the same area in 

opposite directions in Lip6 dataset [21] (a) Ground truth (b) Generated 
VSM. 

C. Accurate Loop-Closure Detection Method 

In this section, we discuss how to detect loop-closures 

from this matrix by looking for sequences of similar 

images and the method of reducing false positives. 
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We obtained the similarity between all possible 
pairings of scenes from two robots in a VSM. We then 
pose the detecting loop-closures as the task of extracting 
statistically significant sequences of similar scenes from 
this matrix. 

First, we apply the Gaussian filter to the VSM in order 
to reduce its sensitivity to noise. If the camera’s field of 
view is narrow and robots move rapidly, the obtained 
image sequence might show a significant gap and 
features can be different even though it is a similar 
location. Therefore, the scores are not inconsistent in the 
same location. On the contrary, there can be many similar 
textures, such as repeated architectural elements, foliage 
and walls and some objects may appear in different 
places. This can cause false positives and make it difficult 
to recognize loop-closures. Therefore, we should observe 
neighborhood scores and this can be done using Gaussian 
filters. This effect is typically generated by convolving an 
image with a kernel of Gaussian values. The size of the 
filter and sigma value can be determined by the number 
of image sequences. 
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0.5
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Similarity
Low score High score

Fitted Score

Lower score
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Figure 4. The logistic function in the case of 10a  , 0.5c  . As 

the score has a value between 0 and 1, we also have fitted values in the 

range of 0 and 1 by adjusting parameters. 

Second, we fitted similarity score values using the 

logistic function. The function has the form of sigmoid 

function as shown in (3). 

( )

1
( )

1 a x c
f x

e 



                      (3) 

The function with two parameters a  and c  has the 
form of S-curve as depicted in Fig. 4. If x  has a 
relatively small value, ( )f x  will become smaller and if x  
has relatively large value, ( )f x  will become larger value. 
The exact characteristics of this function are expressed in 
(4). 

( )
( )

( )

f x x if x c
f x

f x x if x c

  
 

 

                (4) 

If we apply this function to the VSM, the low score 
gets lower value and the high score gets higher value. The 
reason for applying this step is to gain a higher contrast 
by changing the histograms of score values. This method 
spreads out the most frequent intensity values, therefore it 
allows for areas of lower local contrast to gain a higher 
contrast. As a result, it usually increases the global 
contrast and we can recognize the higher score areas 
more obviously. The results of the logistic function fitting 
are depicted in Fig. 5. We can see the distribution of the 
intensity gets flatter which results in increasing contrast 
of the scores. 
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Figure 5. (a)The distribution of similarity scores before fitting. (b) The 
results of logistic function fitting. The distribution of the intensity gets 

flatter and the contrast of the image increases after fitting. 

From these steps, we can extract significant sequence 
areas which have higher scores of similarity. Through this 
process, we were able to detect the robust loop-closure 
points using only visual information for multiple robots. 

V. EXPERIMENTAL RESULTS 

To test and evaluate the proposed technique, 

experiments with two robots are conducted in an indoor 

environment. We assumed that illumination conditions 

remained constant during the experiment. 

Each Pioneer-3DX robot is equipped with a RGB-D 

camera to collect the wheel encoder data and images. The 

total length of the experiment is 10 minutes and the frame 

rate is 10ms in 39×16 m² area. The resolution of collected 

images is 640×480 and robots are traversed in opposite 

directions to detect the loop-closures as shown in Fig. 6. 

As we can see, the trajectory is shown with a dotted red 

line and the direction of each robot is shown as blue and 

green arrows. The robots are controlled using joystick 

trying to follow the same trajectory and obtaining data. 

Robot 1

Robot 2

 

Figure 6. Overall robot trajectory for the image sequences. Two robots traversed in opposite directions to detect the loop-closures 
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Experimental results for the detection of loop-closures 

are shown in Fig. 7. The first image is a raw VSM 

obtained from SIFT and the bag-of-words method. Then, 

we filtered this image using Gaussian filter. The element 

of the matrix is changed according to the neighborhood 

pixels. As a result, the matrix is smoothed and noises are 

reduced. We apply a logistic-fitted function to this matrix 

as shown in Fig. 7 (c). The contrast of the matrix is 

increased which makes finding the loop-closure regions 

clearly. Finally, we can detect the loop-closures as 

depicted in Fig. 7 (d). 
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Figure 7. The experimental results for the detection of loop-closures 
using the bag-of-words method. (a) Raw VSM (b) Gaussian-filtered 

VSM. The matrix is smoothed and noises are reduced. (c) Logistic-fitted 
VSM. The contrast of the matrix is increased and we can find the loop-

closure regions clearly. (d) Examples of detected loop-closures 

From this matrix, we can find the loop-closure frames 

of each robot and connect the line as shown in Fig. 8 as 

we already obtained the trajectory of the robot from the 

wheel encoder. To present it clearly, we divided the 

trajectory into two parts and found the loop-closures 

respectively. The robots detect correct loop-closures 

while obtaining few false positives. Fig. 9 depicts the 

example images of detected loop-closures image from 

two robots. The obtained images of loop-closed 

connected illustrate similar images as expected. 

 

 

Figure 8. The trajectory of the robot and loop-closures results. The 
robots are controlled using a joystick to follow the same trajectory. (a) 

The half-way of the experiment. (b)The remaining part of the 

experiment. 

(a)

(b)

(c)  

Figure 9. The detected loop-closures between two robots. (a) Robot 1 
frame=4620, Robot 2 frame=212 (b) Robot 1 frame=1698, Robot 2 

frame=3490 (c) Robot 1 frame=3442, Robot 2 frame=1578 

VI. CONCLUSION 

In this paper, we have presented a method for per-

forming loop-closures in SLAM for multiple robots. To 

identify these places, we applied the bag-of-words 

method and extended it by integrating the Gaussian filter 

and logistic function to correct the similarity scores. To 

demonstrate the effectiveness of our approach, we 

conducted the experiments with two robots in indoor 

environments. The results did not return any false 

positive while a low number of false negatives were 

recorded. As a result, we were able to detect robust loop-
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closures using only the visual information of multiple 

robots. 
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