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Abstract— This study proposes an adaptive search range 

adjustment algorithm to enhance the effectiveness of 

current binary block motion estimation methods. This is 

because the binary block ME approaches, which perform 

FS by using different criterion from the generally used sum 

of absolute differences (SAD), has a significant drawback in 

PSNR.  The combination of the proposed algorithm with the 

binary block motion estimation is thought to enhance 1) 

motion estimation accuracy and 2) time efficiency.  The 

findings showed that the proposed combination, compared 

to the conventional binary block motion estimation method, 

significantly increased object visual qualities and time 

efficiency.  

 

Index Terms— Video coding, Motion estimation, Matching 

criteria, Search range adjustment (SRA) 

 

I. INTRODUCTION 

Video compression is crucial to efficiently storing and 

transmitting digital video data. Currently, block based 

Motion estimation (ME) and motion compensation (MC) 

have been regarded as the key techniques of the video 

compression process because they reduce video data 

effectively.  Although the sum of absolute differences 

(FS-SAD) employing a full search method is the most 

frequently used method in the field, the measure also has 

disadvantages due to the excessive computational loads it 

requires.    

Scholars have therefore proposed a variety of 

algorithms to reduce the computational burden of the FS-

SAD method, including binary block motion estimation 

techniques.  The binary block motion estimation 

approaches utilize different matching criteria from SAD 

or SSD to increase the speed of computation of the 

matching criteria by using binary operations.  Using 

binary operations makes hardware implementation much 

easier and therefore allows for faster matching criteria 

computation and a reduction in memory bandwidth. The 

approaches include one-bit transform (1BT), 

multiplication-free one-bit transform (MF-1BT), two-bit 

transform (2BT), constrained one-bit transform (C1BT), 

and recently proposed truncated gray-coded bit plane 

matching (TGCBPM), and so on [1]- [5]. Generally, this 

line of approach emphasizes two key points; how to make 

a bit-plane(s) to use binary operations and which 

matching criteria can be used to measure in place of SAD.  
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The one-bit transform (1BT) method transforms the 

video frames into a bit-plane by comparing the multi-

bandpass filtered version with the original version. The 

method employs a 17x17 kernel for the comparison and 

then adopts a matching criterion - the number of non-

matching points of 1BT (
1BTNNMP  ) shown by 
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where ( , )tB i j and 1( , )tB i j are one-bit representations of 

the current and the reference frame and  denotes the 

Boolean exclusive-or operation [1].  

The multiplication-free one-bit transform (MF-1BT) 

algorithm employs a multiplication-free 19x19 kernel 

when creating a bit-plane [2]. In order to enhance the ME 

accuracy of the 1BT method [3], [4], the 2BT adopts a 

two-bit transform (2BT) and a constrained one-bit 

transform (C1BT).  2BT produces two bit-planes by using 

the local mean, the variance, and the approximated 

standard deviation. The C1BT reduces the PSNR loss by 

adding a constrained bit plane. These binary block motion 

estimation approaches use different matching criteria 

from SAD but still utilize FS.  Thus, several algorithms 

were proposed to find ways to reduce the complexity.  

Wang. et al. and Choi. et al. adopted an algorithm 

from a successive elimination algorithm (SEA) based on 

1BT and 2BT [6] - [8]. However, the method did not take 

advantages of the binary block motion estimation: fast 

computation of the matching criterion and reduced 

memory bandwidth. Therefore, algorithms which need a 

significant memory load are not suitable for this method. 

Urhan et al. adopted PDS based on C1BT, and Lee. et al. 

embraced the early termination method based on MF1BT 

and 2BT [9]-[11]. Low bit-depth matching methods based 

on ME approaches, however, have a critical drawback 

because it significantly lowered visual quality in 

comparison to other fast algorithms. Therefore, using 

other fast algorithms such as early termination methods 

with low bit-depth matching approaches is not an ideal 

option due to the loss in accuracy.   

This paper proposes a combination of binary block 

motion estimation and an adaptive search range 

adjustment technique as a way to improve visual quality 

based on the rough distortion measure of binary matching, 

and a way to reduce computational complexity. The 

proposed algorithm is also expected to exhibit good 
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performance, with a wide range of binary matching 

techniques.  

The proposed algorithm will be explained in detail in 

Section II. Section III will discuss the experiment results 

by comparing the effectiveness between previously-used 

algorithms and the proposed algorithm. Finally, 

conclusions are drawn in Section IV.  

II. PROPOSED ALGORITHM 

A. Observation 

Motion can be divided into two factors; the movement 

of the camera and the movement of real objects. Camera 

motion is closely related to the background motion vector, 

which accounts for the largest part of motion vectors.  

The background motion vector is neither fast nor 

complex.  Although it is difficult to predict the MV of 

each block with accuracy when various motions overlap, 

it is still possible to estimate the tendency, especially, 

when the tendency of the motion is similar with the 

surroundings. Thus, this study attempts to demonstrate 

that the search range can be adaptively determined by 

separating the motions of the camera from the object. In 

other words, the focal point of this paper is to control the 

search range adaptively by determining to which area the 

current block belongs. 

B. Motion Analysis 

Statistical modeling was performed, according to the 

properties of the motion vectors. By doing so, we 

calculated 5 parameters indicating the statistical features 

such as the mean and approximated standard deviation in 

both the frame and the local region.   

The following process highly depends on the MVs of 

the reference frame.  It is neither appropriate nor possible 

to predict the MV of the frame itself when there are 

significant differences between the MVs of the reference 

frame and those of the current frame.  For that reason, we 

only performed the search range adjustment algorithm 

when the the MVs of the reference frame and those of the 

current frame were similar to each other. The inter-frame 

reliability term R was used to determine whether the 

information from the reference frame was in tandem with 

the current frame. We used the MV of neighboring blocks 

in the current frame and those of the co-located block in 

the reference frame to calculate the inter-frame reliability 

term R, which is shown by:  
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where 
,

t

x yMV and 1

,

t

x yMV   are the motion vector of the 

current block and that of the co-located block in the 

reference frame and x, y denote indices of blocks.  
After obtaining the inter-frame reliability of term R, 

we get the global motion vector 
GMV and the 

approximated global standard deviation 
G  in the frame 

level. As mentioned in the observation section, the MVs 

related to the motion of the camera are the largest 

proportion of the MVs of the whole frame. To reflect this, 

we define 
GMV  as the motion vector which is related to 

the movement of the camera, which is given by: 

( ( ))argmaxG

MV

MV h MV

 

 (3) 

where h(x) is the histogram of the variable x. Fig. 1 

shows the histogram of MV in a frame level. In order to 

estimate the variation of the MVs in the frame compared 

to GMV , we define the approximated standard deviation 

( G ) of the MVs with GMV , which is given by: 

1

,

,
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N

t

G x y G

x y

MV MV N  
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where N denotes the number of the motion vectors in the 

reference frame.  

After obtaining the statistical information in the frame 

level, we need to obtain the statistical information in the 

local level. In order to measure the variation of the local 

motions compare to GMV , we define 1L  as: 
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The notations and the process of this step are shown in 

Fig. 2. 

 

Figure 1.  A histogram of motion vectors in Frame #4 of the Foreman 
sequence 
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Finally, we want to find the variation of the motion in

the local region itself. To do so, we find the mean (
L ),

which is given by:

1 1
1
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Now, we can estimate the value of the variation in the

local region, which is defined as:
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Figure 2.  Notations and process of the motion analysis. 
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Figure 3.  Flowchart for region classification. 

C. Region Classification 

In order to adjust the search range adaptively, we 

categorized the blocks into two regions: an expectable 

background region and an expectable object region. If the 

block could not be classified into the two regions, we 

conducted a full search.  

First, we verified the two kinds of reliability: the inter-

frame reliability and the reliability between the frame and 

the local region. In order to check the inter-frame 

reliability, we obtained the term R and the inter-frame 

reliability is regarded as satisfied when the value of R is 

less than 
1Th . We estimated the complexity of the local 

region by comparing 
1L  and 

G . When the local region 

was too complex compared to the whole frame, we 

stopped estimating the search range and conducted a full-

search.  

After checking the reliability, we completed the region 

classification. If the motion in the local region was static, 

then there was no need for the wide search range; 

especially, if the motion was related to the movement of 

the camera. By comparing 
2L  and 

G , we estimated the 

complexity of the local region. If the region was 

relatively complex, we regarded the region as the 

expactable object region. It is important to note that we 

excluded the complex region in the reliability verification 

stage because it was not predictable. Given that 
GMV  

reflects the movement of the camera, we regarded the 

block as the background region when the value of 1

,

t

x yMV   

was same as 
GMV . Fig. 3 shows the flowchart of and the 

conditions used in this step.  

D. Determination of the New Search Range 

Although the movement velocity is likely to be fixed 

where the current block is confirmed as the background, 

we included TH2 and set dynamic search range D in 

order to find the MV with better accuracy.  If the velocity 

of the camera itself is too fast, it is possible that the 

search range has deviated from the full search range. 

Therefore, we clip D from 0 to the full search range. D in 

the expectable background region is then determined as 

2( ,0, )GD CLIP MV TH FSR             
 (8) 

 

Figure 4.  Notations of search range: dynamic search range (D) and full 
search range (FSR) 

where CLIP(x, p, q) clips x to a value between p and q, 

and FSR is the full search range. TH2 is experimentally 

set as 2. 

In the case of the object, the surrounding object needs 

to be checked and we need to secure a wider search range 

in case there is a fast-moving object.  Also, it is highly 

possible that various objects exist in the area where it has 

been predicted as a single object. To address this issue, 

we investigated nine blocks including the current block to 

find the fastest block and reflect it in the search range: 

1

,( ),        (  , [-1,1])t

x i y jMAX MV i j

     (9) 

where  is the largest value from the absolute value of 

the MV of the surrounding block. The dynamic search 

range generally reflects the velocity of the fastest object 

from the current block and the surrounding block. 

Considering the complexity of this scenario, and that it 

cannot be easily predicted, the search needs to be 

performed by using a wider range in contrast to the case 

above.  Therefore, the search range is set as: 

2( ,0, )D CLIP TH FSR 
               

(10) 

Fig. 4 shows the notations of search range; dynamic 

search range (D) and full search range (FSR). 
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E. Combination with the Binary Block Motion 

Estimation 

A variety of fast motion estimation algorithms have 

been studied and one of the major examples includes the 

binary block motion estimation approaches. However, the 

approach has significant drawbacks in that it can degrade 

the qualities. Previous experiments showed that there was 

an approximate 0.81 PSNR loss for 1BT, 0.57 for 2BT, 

and 0.43 for C1BT on average. Among the fast 

algorithms available today, this is the most significant 

image degradation. Current binary block motion 

estimation approaches utilize FS and other fast algorithms 

that can be relatively easily developed. However, such 

fast algorithms inevitably lead to additional PSNR loss. 

The combination of the binary block motion estimation 

methods and the proposed scheme can address both 

issues. By controlling the search range adaptively by 

particular condition, we can maintain and or enhance 

visual quality by avoiding the wrong MV and we can 

drastically reduce time expenditure. 

III. EXPERIMENTAL RESULTS 

In order to compare the proposed algorithm to the 

conventional algorithms, we simulated various video 

sequences–Akiyo, Bus, Coastguard, Flower, Hall-monitor, 

Mobile, Paris, and Stefan. To draw a fair comparison, the 

conventional algorithms are implemented first, followed 

by the proposed algorithm by adding SRA under the 

exact same conditions.  All BMAs that are implemented 

were programmed using Visual C++.  MB size is 16 x 16 

pixels and the search window was 33 x 33 pixels. The 

image format we used was CIF (352 x 288), and only 

forward prediction was used.  

The results showed that the proposed SRA lost only 

about a 0.01 dB PSNR and it was approximately 4.24 

times faster than FS.  In terms of time reduction, 

sequences with static motion (e.g., Akiyo) were much 

faster than sequences with a fast and complex motion 

(e.g., Bus, Stefan), but this result was unsatisfactory.  

TABLE I.  PSNR (  dB ) COMPARISON 

 
FS 1BT [1] 2BT [3] 

C1BT 

 [4] 

Akiyo 0.00 0.14 0.04 0.00 

Bus -0.03 0.06 0.03 0.02 

Coastguard 0.00 0.03 0.04 0.02 

Flower -0.01 0.01 0.04 0.00 

Hall-monitor -0.02 0.58 0.14 0.04 

Mobile -0.02 0.02 0.01 -0.01 

Paris 0.00 0.02 0.05 -0.01 

Stefan -0.01 0.01 0.04 0.00 

Average -0.01 0.11 0.05 0.01 

 

As mentioned earlier, the binary block motion 

estimation methods degrade the image quality the most 

among all fast algorithms that have been researched thus 

far. However, the proposed SRA method compensates the 

matching errors originated from binary matching. As a 

result, the findings showed an approximately 0.11dB 

PSNR gain for 1BT, 0.05dB for 2BT and 0.03dB for 

C1BT on average as shown in Table I. In terms of time 

reduction, the proposed algorithm was approximately 

2.85 times faster for 1BT, 2.90 times faster for 2BT, and 

4.25 times faster for TGCBM, compared to the 

conventional algorithms shown in Table II. 

TABLE II.  SPEED-UP RATIOS (TIMES) COMPARED TO CONVENTIONAL 

ALGORITHMS.  

 
FS 1BT [1] 2BT [3] 

C1BT 

[4] 

Akiyo 8.71 7.62 8.48 10.66 

Bus 2.30 1.16 1.08 1.05 

Coastguard 3.95 1.34 1.12 1.25 

Flower 3.14 2.30 2.38 3.41 

Hall-monitor 4.40 2.05 1.56 10.32 

Mobile 4.68 2.69 2.86 2.45 

Paris 4.86 4.35 4.51 3.67 

Stefan 1.89 1.26 1.23 1.18 

Average 4.24 2.85 2.90 4.25 

IV. CONCLUSION 

This study proposed to combine the adaptive search 

range adjustment algorithm, which can be predicted by 

using MV information from the reference frame, with the 

binary block motion estimation approaches. The binary 

matching method has gained support as a fast algorithm 

when employing SAD as matching criterion.  There are, 

however, still problems remaining with these approaches 

including significant PSNR loss and the requirements of a 

full search. Finding ways to effectively address such 

issues was the main purpose of this study.   

By analyzing the motion information, we divided the 

image into two groups and applied adaptive search range 

techniques for each group. To do so, the inter-frame 

reliability and the complexity of neighbouring objects 

compared to that of the reference frame were considered. 

By combining this method with the previous binary block 

motion estimation methods, we were able to obtain an 

increase of 0.05dB in PSNR and a speed of 3.3 times 

faster.  
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