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Abstract—With the advent of the information age and an explosion in the availability of multimedia data, successful clustering of faces is absolutely essential for many applications such as video indexing and summarization, major cast detection, and even unsupervised face-database generation. This paper compares with each other, the combinations of existing approaches of dimensionality reduction and different methods of clustering on face images detected from a TV news broadcast clip. The real value of the paper is in providing future researchers an introductory overview of possible methods and recommend a method as a good starting point for face clustering from videos.
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I. INTRODUCTION

The face recognition problem has come a long way since its early solutions [1] and [2], and has been reviewed well in [3]. It has been applied to surveillance and biometrics with increasing efficiency. The human face is of interest in not just the aforementioned areas, but forms some of the most important subjects of multimedia information, such as videos, and are considered as high-level semantic features. An explosion in the generation and availability of such multimedia data has given rise to face clustering as a parallel problem with recognition. Clustering, where one is merely interested in discovering the disjoint classes of faces in a video or set of images, has many applications. A brief (introductory and in no means comprehensive) literature review is given in the paragraph to come.

Ref. [4] explains basic face clustering using SIFT features and agglomerative clustering, and provides insight into the efficiency of clustering with low-level descriptor features. A spectral clustering approach is suggested in [5]. It uses 2DPCA features from the face and constructs a pairwise distance matrix, comparing different spectral clustering methods. Clustering of faces for video indexing is shown in [6] using skin-colour based face detection, and the PCA-eigenspace for comparison between images for clustering. Another use of clustering could be extraction of the principal characters from the video [7]. This paper, describes an approach for automatically generating the list of major casts in a video sequence based on multiple modalities, specifically, both speaker and face information. Face clustering can be used to "clean up" an inaccurately labelled large database of faces [8] or building a new face dataset [9]. It can also be used to facilitate semi-supervised learning, in cases where it might be difficult to get exact labels [10]. All these practical applications of facial clustering, along with with ever increasing multimedia information, has generated a lot of research interest in recent years.

In this paper, clustering experiments are performed on the images obtained from a Finnish news broadcast clip. Various methods of dimensionality reduction, linear and otherwise, to project the data into a more representative subspace, are combined with various unsupervised clustering algorithms. The clustering algorithms chosen are simple and are taken from different cluster models, to obtain results with varying degrees of accuracy. The resulting clusters are analyzed in a two-fold way:

- The number of clusters the algorithm and the subspace projection method produces, before mixing up the members of the cluster, are matched against the true number of clusters
- The algorithm is run, with the parameter which determines the number of clusters set to the true number, and the degree of mismatch is checked

This paper is mainly aimed at providing a good starting point for future researchers trying to tackle the problem of face clustering and this is the major contribution.

II. PROCESS OVERVIEW

The overall process overview for the experiments is shown in the figure above. The frames of the video clip are extracted at the rate of one frame per second and faces are detected from the frame using a Viola-Jones framework [11]. The face images so detected are further subjected to a simple PCA-eigenspace based method to remove non-face areas. Simple features representative of
each face are then extracted from the faces detected and projected into a subspace which is more suitable for clustering. Then, the features in this more representative subspace are used for the actual clustering process. Various algorithms for the subspace projection and clustering are tried at the last two stages of the general process and the results are then analyzed.

III. FACE DETECTION AND FEATURE EXTRACTION

A. Removal of Non-Faces

The detected faces from the Viola-Jones detector [11] may have false positives, i.e., non-face regions detected as faces. In order to tackle the problem, a particular PCA-based method was implemented [2]. A small subset of all the extracted images containing only face regions was chosen and projected to the 'face-space' using PCA. Then a new image is a facial image only if the distance of it's dataset in traditional PCA.

B. Feature Extraction

The faces are subjected to a feature extraction step to extract some simple representative features for further use. Simple texture based features have been found to describe facial images well and one particular type, the Local Binary Pattern (LBP), has been found to be very efficient [12], [13].

LBP is a simple and effective texture feature which labels each pixel of an image by thresholding its neighbourhood. The neighbourhood to be operated upon can be varied. An important advantage of using the LBP feature is the computational simplicity with which it can be calculated. Also, these features are quite ideal in our case as they are invariant to rotation and robust against illumination and contrast changes.

IV. DIMENSIONALITY REDUCTION AND CLUSTERING

The dimensionality of the feature space generated is in the order of thousands. Particularly, for the LBP feature used in this paper, the dimensionality is 7080. Hence, for handling data effectively and countering the "curse of dimensionality" without losing representative power, it is important to choose a proper dimensionality reduction mechanism to project the data into a lower dimensional subspace. Ideally, the reduced representation should have a dimension which equals the intrinsic dimension of the data, which is the number of parameters needed to account for the properties of the data [14]. In this paper, both linear and non-linear subspace projection methods are tested for clustering accuracy.

A. PCA

Principles components analysis [15] has been a traditional initiation choice when it comes to dimensionality reduction. It is well-documented and simple to understand and apply. Without going into the mathematical detail, it is simply the orthogonal decomposition of the data into its basis vectors, the so-called "principle components". It is a linear technique in the sense that it embeds the data into a linear subspace of reduced dimensionality. A good way to find the number of components is to test the percentage variance explained by them. In our case, a mere 212 components can explain all the variance.

B. Kernel PCA

Traditional PCA is linear and cannot handle data manifolds that are otherwise. The Kernel PCA (KPCA) is the reformulation of PCA in high-dimensional space using the kernel function [16], [17]. The kernel function encodes the datapoints \( x_i \) into kernel matrix, where \( k_{ij} \) gives the datapoint at location \( i,j \), calculated by:

\[
k_{ij} = \mathbf{K}(x_i, x_j)
\]

where, \( \mathbf{K} \) is the kernel function [17].

The kernel matrix is then double-centered to correspond to the mean subtraction operation on the dataset in traditional PCA.

\[
k_{ij} = -(1/2)(k_{ij} - (1/n)\sum l k_{il} + (1/n)\sum k_{lj})(1/n)\sum k_{ml}
\]

Now, the first \( p \) principal eigenvectors, \( a_p \), of the kernel matrix are computed and the data is projected onto them as:

\[
y_i = [\sum a_1^p k(x_i,x_i) + \sum a_2^p k(x_i,x_i) + ... + \sum a_p^p k(x_i,x_i)]
\]

where, \( a_i^p \) is the \( i \)th value in the vector \( a_i \).

In this problem, 210 components were extracted to explain the variance in the data. The choice of kernel function was not experimented with and was fixed at 'gaussian'.

C. GPLVM [18]

The Gaussian Process Latent Variable Model (GPLVM) places a Gaussian Process prior on the mapping from the latent space to the observed-data space. Ref. [18] shows that if depending on the covariance function of the GP, the mapping can be linear (equivalent to PCA) or non-linear. The difference of GPLVM with PPCA is that PPCA optimizes the weights and marginalizes over the latent variables, whereas GPLVM optimizes the latent variables and marginalizes over the weights.

The GPLVM uses scaled gradients to optimize both the latent parameters and the kernel. The subset of features selected for representing the dataset is called the active set and the rest is called the inactive set [18]. In our problem, an active set of 300 features is chosen by performing cross-validation on a labelled subset of the dataset. The kernel chosen is 'gaussian'.

D. t-Distributed Stochastic Neighbour Embedding

The t-Distributed Stochastic Neighbour Embedding (t-SNE) given in [19] is a variant of the Stochastic Neighbour Embedding (SNE), given in [20], and is much more efficient in learning low-dimensional representations from high-dimensional space and much easier to optimize.

t-SNE [19] starts by converting the distance matrix for the high-dimensional datapoints into joint probabilities that shows the similarities,
where, $x_i$ is a datapoint and $\sigma$ is the variance of the gaussian centered at the point. The value of $p_{ij}$ is set to 0.

Similar conditional probabilities are also calculated for mapped points $y_i$, but this time from a t-distribution instead of a gaussian. This is done because the t-distribution has a much heavier tail than the gaussian, and can tackle the problem of “crowding of points” [19].

\[
p_{ij} = \frac{1 + \left(\frac{y_i - y_j}{\sqrt{2} \sigma} \right)^2}{\sum_{k \neq i} \left(1 + \left(\frac{y_i - y_k}{\sqrt{2} \sigma} \right)^2\right)}
\]

The cost function to be minimized is the KL divergence between $p_{ij}$ and $q_{ij}$.

In practical cases, the cost function is minimized by a gradient descent and the value of the variances is different for each of the three types of cluster models:

- Connectivity based model: Clusters are objects that nearby objects are similar
- Centroid based model: Clusters are objects which follow the same distribution
- Distribution based model: Clusters are objects which follow the same distribution

Agglomerative hierarchical clustering with average linkage and cosine similarity was chosen for the connectivity-based clustering algorithm [21]. It starts with placing each point in its own cluster (agglomerative) and combines clusters according to the average of all the distances pairs between the cluster objects. These distances in our case are cosine similarities. It is a representative of the type 1 cluster model as stated above. (Hierarchical clustering with other metrics, namely, Ward’s distance, euclidean distance, complete linkage, single linkage, was tried but the average linkage with cosine similarity outperforms them.)

For the other types, the k-means algorithm (for type 2) and the gaussian mixture model trained with the EM algorithm (for type 3) are chosen and tested.

### V. DATASET

The dataset consists of 217 images detected by the Viola-Jones framework from the frames grabbed at the rate of one per second from a Finnish TV news broadcast clip. Out of the 217 images, 211 are face images and 6 images are wrongly detected non-face images, which get filtered out (section III, A). The 211 images form 8 disjoint clusters describing 8 different people. The dataset is difficult to tackle since it shows the problem of uneven distribution of samples. The newsreader has too many samples and some of the persons interviewed have too few. (Newsreader faces: row 1, column 1; sparse cluster: row 3, column 2)

The representative images of the people in the dataset are given as follows:

![Figure 2. Dataset description](image)

### VI. RESULTS AND CONCLUSION

The results of the clustering algorithms were analyzed in a twofold way. For the first method of analysis, the algorithms were allowed to run to output from 30 to 5 clusters (the true number of clusters being 8), and the smallest size of the clustering produced for which the clusters were “pure” (a cluster is not “pure” if two or more different objects occupy that cluster). The results are shown below:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>PCA</th>
<th>KPCA</th>
<th>GPLVM</th>
<th>tSNE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hierarchical</td>
<td>11</td>
<td>13</td>
<td>N.A.</td>
<td>9</td>
</tr>
<tr>
<td>Kmeans</td>
<td>24</td>
<td>28</td>
<td>N.A.</td>
<td>20</td>
</tr>
<tr>
<td>EM-GMM</td>
<td>30</td>
<td>N.A.</td>
<td>N.A.</td>
<td>26</td>
</tr>
</tbody>
</table>

Thus, as is clear from the above table, the tSNE with average-linkage cosine-similarity based agglomerative hierarchical clustering is superior to the other combinations. In particular, this clustering method outperforms the others. One probable reason for this could be that the assumption of the data coming from a mixture of gaussians is invalid. Also, as can be observed, PCA performs surprisingly well on the dataset. The state of the art tSNE performs the best and could be highly recommended as a dimensionality reduction tool. (Here, N.A. means no “pure” cluster for the specified type of experiment, where the number of clusters begins from a maximum of 30)
The second method of analysis is to run the algorithms to output 8 clusters, i.e., the true number of clusters, and visually inspect the clusters to check for the degree of "mixing" (the number of objects which get wrongly clustered together).

<table>
<thead>
<tr>
<th>Method</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hierarchical</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>2</td>
<td>PM</td>
<td>2</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>KPCA</td>
<td>P</td>
<td>3</td>
<td>2</td>
<td>P</td>
<td>1P</td>
<td>1P</td>
<td>1P</td>
<td>PM</td>
</tr>
<tr>
<td>GPLVM</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>tSNE</td>
<td>P</td>
<td>2</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>PM</td>
<td>PM</td>
<td>PM</td>
</tr>
<tr>
<td><strong>KMeans</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>P</td>
<td>2</td>
<td>P</td>
<td>P</td>
<td>3</td>
<td>P</td>
<td>PM</td>
<td>2</td>
</tr>
<tr>
<td>KPCA</td>
<td>PM</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>PM</td>
<td>4</td>
<td>PM</td>
<td>PM</td>
</tr>
<tr>
<td>GPLVM</td>
<td>1P</td>
<td>4</td>
<td>1P</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>1P</td>
<td>1P</td>
</tr>
<tr>
<td>tSNE</td>
<td>P</td>
<td>PM</td>
<td>PM</td>
<td>PM</td>
<td>PM</td>
<td>PM</td>
<td>7</td>
<td>PM</td>
</tr>
<tr>
<td><strong>EM-GMM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>PM</td>
<td>PM</td>
<td>3</td>
<td>2</td>
<td>P</td>
<td>PM</td>
<td>6</td>
<td>P</td>
</tr>
<tr>
<td>KPCA</td>
<td>P</td>
<td>3</td>
<td>P</td>
<td>2</td>
<td>PM</td>
<td>2</td>
<td>P</td>
<td>PM</td>
</tr>
<tr>
<td>GPLVM</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>tSNE</td>
<td>PM</td>
<td>PM</td>
<td>PM</td>
<td>P</td>
<td>PM</td>
<td>2</td>
<td>3</td>
<td>PM</td>
</tr>
</tbody>
</table>

Here, the symbols are defined as: P for “pure” cluster (without any “mixing”), numeric value for degree of “mixing” (number of different objects in the same cluster), 1P for “pure” cluster with only one object, PM for “pure” cluster of “major” face object (the major face object being the face which occurs the maximum times in the video; in this case, being the newsreader. See row 1, column 1, of Fig. 2).

To analyze, hierarchical clustering with tSNE features outperform the rest. Using this combination, only one cluster is “mixed” with degree 2, and the “major” face cluster (i.e., the newsreader face image) gets split into two “pure” clusters (see Table II). Also, as observed, the PCA features are able to cluster the “major” face object as one disjoint class, which might make them suitable if one wants to only identify the “major” face object from a video.

In all, the tSNE features perform the best, in this test, with hierarchical clustering and can be a good starting point for use for clustering faces.
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